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Introduction: In this paper, a method is presented to classify the breast cancer masses 
according to new geometric features.
Methods: After obtaining digital breast mammogram images from the digital database 
for screening mammography (DDSM), image preprocessing was performed. Then, by 
using image processing methods, an algorithm was developed for automatic extracting 
of masses from other normal parts of the breast image. In this study, 19 final different 
features of each image were extracted to generate the feature vector for classifier input. 
The proposed method not only determined the boundary of masses but also classified 
the type of masses such as benign and malignant ones. The neural network classification 
methods such as the radial basis function (RBF), probabilistic neural network (PNN), 
and multi-layer perceptron (MLP) as well as  the Takagi-Sugeno-Kang (TSK) fuzzy 
classification, the binary statistic classifier, and the k-nearest neighbors (KNN) 
clustering algorithm were used for the final decision of mass class.
Results: The best results of the proposed method for accuracy, sensitivity, and specificity 
metrics were obtained 97%±4.36, 100%±0 and 96%±5.81, respectively for support 
vector machine (SVM) classifier.
Conclusions: By comparing the results of the proposed method with the results of the 
other previous methods, the efficiency of the proposed algorithm was reported.
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Breast cancer is the most common cancer among 
women and is one of the major causes of cancer 
death in women aged 20 to 59 years. According 
to the Ministry of Health and Medical Education, 
it has become the most common disease in recent 
years in Iran [1]. Today, 88% of women diagnosed 
with breast cancer have a life expectancy of 10 
years. In the United States, it has been reported 
that about 12% of women were identified during 
their lifetime, and were referred to as the second 
cause of women’s death [2]. Early diagnosis of the 
disease is important because in the early stages 

of the disease, cancer masses are restricted to the 
breast and the chance of surgical treatment in a less 
invasive manner is increased. The mortality rate 
is also decreased in the early stage. Also, the use 
of classifiers such as artificial neural networks in 
various fields of engineering sciences is increasing 
to analyze the time series and various issues of 
classification. Equipping medical science with 
intelligent tools for diagnosing and treating illness 
can greatly reduce physician errors and financial 
losses [1, 3]. Detection and diagnosis of the masses 
as irregular shapes accompanied by the changes 
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in size and occlusion of the breast tissue are 
very difficult [4]. Generally, signs and symptoms 
of breast cancer in mammographic images are 
classified into two categories including masses 
and calcium particles. Architectural distortions and 
focal asymmetry could be other signs of malignancy. 
These signs are present in mammographic images 
but their diagnosis is difficult and they need a high 
degree of radiologist accuracy. The masses are 
classified into benign and malignant categories. 
Benign masses have a very smooth and uniform 
margin of vision; while malignant masses have 
darker edges and highlights, and over time, these 
margins appear sharp and needle-shaped. The 
malignant masses are lobular or geometrically 
shaped like boots; while the benign masses have a 
circular or elliptical shape. The calcareous particles 
are very small calcium particles that appear as 
bright spots in mammographic images. The masses 
in the images appear with very low-intensity 
coefficients, and very small calcareous particles 
are usually confused with the noise particles in 
the image. The use of methods and techniques in 
the image processing field and the identification of 
patterns in the detection and classification of breast 
cancer from mammographic images reduces human 
errors and increases the speed of detection. Several 
studies have been conducted on the diagnosis and 
classification of breast cancer masses the most 
important of which are mentioned and reviewed in 
the following sections.
In 2013, Paramkusham Spandana et al., commenced 
the diagnosis of early-stage breast cancer; using 
novel imaging techniques by LabVIEW and 
MATLAB software [3]. In 2013, Pawar Punam 
et al., provided a recursive neural network model 
that provided an observer approach to training an 
artificial neural network for the diagnosis of breast 
cancer [1]. In 2013, Wang et al., tried to investigate 
an artificial neural network to predict the five-year 
survival of patients with breast cancer. Patients 
with breast cancer who were diagnosed and treated 
under standard treatment at a hospital in Taiwan 
between 2000 and 2003, were collected for artificial 
neural network testing [5].
In 2011, Abbosh Younis et al., presented a method 
for the diagnosis and locating the masses in the 
chest; using a neural network in sizes up to one-
millimeter of radius; using four probes around the 
chest [6]. In 2013, Vadivel et al., presented the 

classification of images with breast cancer masses; 
using the breast imaging reporting and data system 
(BI-RADS) database. They extracted geometric 
features from the cancerous masses and divided 
them into four different groups in terms of geometric 
shapes [7]. In 2016, Beheshti et al., used fractal 
methods to detect abnormalities in mammographic 
images. They used 168 carefully selected images 
by a radiologist as well as masses confirmed by 
biopsy. The images contained asymmetric lesions, 
architectural distortions, normal tissue, and mass 
tissue (include benign and malignant masses) [8].
In 2015, Anuj Kumar et al., provided a simple 
and easy way to detect masses in mammographic 
images. The proposed method was performed; 
using simple image processing techniques such 
as mean and threshold [9]. In 2010, Al-Shamlan 
Hala et al., presented a new method based on the 
values of the extracted features of mammographic 
images [10]. In 2015, Setiawan et al., studied the 
features of the rules as descriptions for categorizing 
mammographic images [11]. In 2018, Dhahbi et 
al., presented a novel method for reducing the false 
positives in the diagnostic system of mammogram 
images; using morphological analysis of tissue [12]. 
In that paper, the researchers used Hilbert’s image 
representation, Kolmogorov-Smirnov distance, 
and maximum sub-region descriptors to improve 
the feature extraction and classification steps from 
the digital database for screening mammography 
(DDSM), and also used the feature selection.
In 2019, Chougrad presented a method for 
diagnosis of breast cancer on the Curated Breast 
Imaging Subset of DDSM (CBIS-DDSM), breast 
cancer digital repository (BCDR), INBreast, and 
MIAS (mammographic image analysis society) 
databases [13]. In 2018, Chakraborty et al., 
presented a method for automatic detection and 
diagnosis of mammographic masses and their 
categorization; using a multi-resolution analysis 
of tissue patterns [4]. In 2018, Rabidas et al., 
presented two new methods for feature extraction 
based on the neighborhood structural similarity 
(NSS) to determine the difference between benign 
and malignant masses in mammogram images [2]. 
In 2017, Shuyue Guan et al., developed a method 
for diagnosis of breast cancer based on transfer 
learning in CNN. Given that the CNN method 
requires a lot of labeled images, it initially extracts 
the features of the image that were obtained from 
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MIAS and DDSM databases and then categorizes 
them [14]. In 2018, Chatzistergos et al., presented 
a new method based on the combination of local 
binary pattern operators and radial lengths to 
classify the breast cancer masses. In that study, the 
researchers used MIAS and DDSM databases to 
obtain the results [15].
In this paper, several methods such as neural 
networks and fuzzy algorithms were developed 
for the diagnosis of breast cancer and predict the 
status of patients to reduce the diagnostic errors 
of experts and to make the diagnostic process 
cheaper. The availability and affordability of the 
methods presented in this paper suggest their 
application for early diagnosis of breast cancer. In 
fact, we analyzed and investigated mammographic 
images and determine the exact location of the 
mass with high accuracy; using image processing 
techniques. After the masses were extracted from 
mammographic images, several features were 
extracted from each mass. Finally, the extracted 
features were applied as the input of the classifiers 
and the results of the classifier were reported.

METHODS
In this section, we explain the different steps 
that were used in this paper for the detection and 
classification of breast cancer. In summary, the 
stages of image processing techniques include 
preprocessing, edge detection methods to detect the 
boundary of the cancerous masses, the separation 
of breast cancer masses from other healthy parts 
of the breast tissue, screening areas suspected to 
be a mass, extraction of features from the masses, 
construct the vector of features to apply to the 
classifier, and apply the vector features to the 
classifier. It should be noted that the type of the 
present study is applied research.

Introduce of Database
In this paper, the DDSM database was used to 
obtain breast cancer in mammogram images. This 
database includes normal texture, benign masses, 
and malignant masses [16]. The DDSM database 
produced by an organization from UK research 
groups is interested in researching mammographic 
images. This database is a producer of digital 
mammography images with 327 freely available 
images for download. The images in this database 
are 1024×1024 pixels. It should be noted that due 

to the fact that cancerous masses are of breast 
thickness, often the main cause of the lesion and 
disease (which is about 3 to 30 mm in size) is 
extracted by the image processing techniques to 
detect the cancerous mass exactly.

Images Pre-Processing and Masses Detection
The pre-processing operation of the initial images 
taken from the DDSM database was performed to 
implement the algorithm for mammogram image 
processing [16]. The median filter is a nonlinear 
filter used to remove impulse noises. The initial 
image is often accompanied by noises or unwanted 
signals which sometimes causes the image to be 
erased or weakened. So removing these noise is 
essential. Median filtering scans all pixels of the 
image and uses local image processing methods 
by performing a masking action and adjusting 
the intensity of the brightness of adjacent pixels. 
This filter arranges all intensities of the ascending 
target pixel neighbors, selects the middle of the 
ordered numbers, and replaces the central pixel 
[17]. The output image of this filter is a smooth 
image with very little noise. A threshold method 
has been used to determine the boundaries of 
cancer masses in DDSM database images. The 
image threshold method is as follows. First, we 
divided the histogram in T0 in the middle part. 
Then, for the brightness intensity (T>T0 and 
T<T0), we performed the mean and then we saw 
that the meanings were greater than the others. 
The proposed algorithm works in the same way 

Figure 1:  Extracting a Mass From a Sample Mammogram Image With 
Additional Areas
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as in the first step to read the image from the 
input and store in the array f(i,j). In the second 
step, we obtained the average brightness that was 
greater than the threshold (A) and smaller than 
the selected threshold (B). How to apply this 
algorithm is in equation 1.

Equation 1:  

As a result, group A had a maximum brightness 
intensity, and group B had a minimum brightness 
intensity. Figure 1 is the result of using the threshold 
method in the mammography image [11]. But as 
shown in this figure, some additional areas along 
with the mass are also extracted. In the next step, 
the proposed algorithm was explained to remove 
additional detected areas.
Since the extracted mass is focused on the inside, 
the intensity of the pixels around the edge should 
be expanded to the center of the detected masses. 
Using the image morphological reconstruction 
method, we create a circle with an ascending radius 
that finds the intensity of its brightness by scrolling 
the image. After the repetition in the search, the 
radius was increased as soon as the target pixel was 
found. All pixels between the two areas had a new 
intensity equal to the intensity of the edge pixels. 
The results obtained by applying this algorithm are 
shown in Figure 2.

Figure 2:  Exaction of a Cancerous Mass From a Sample Mammogram 
Image

Feature Extraction From Detected Masses
In this section, we examined the features 
extraction from detected cancer masses from 
mammographic images in MATLAB software. 
In this way, we analyzed binary images that 
represented the masses extracted by any 
dimension. In this paper, features such as area, 
bounding box, centroid, convex area, convex 
hull, convex image, eccentricity, Equiv diameter, 
Euler number, extent, extrema, filled image, 
filled area, image, major axis length, minor 
axis length, orientation, perimeter, pixel index 
list, pixel list, solidity, weighted centroid, sub-
array index, thinness ratio, elongation (EN), 
circularity1, circularity2, compactness, distortion 
and disorientation (DP), and shape index (SI) 
were extracted from each image containing 
the extracted mass. Description of some of the 
extracted features are as follows:
The area feature of the mass is the actual number 
of pixels in the extracted area that determines the 
area of the cancer mass. This feature is a scalar 
number. The bounding box feature is the smallest 
rectangle into the extracted region which is a four-
digit number. The first two numbers represent the 
range of the beginning of the rectangle (from the 
upper left corner of the area) which is x and the 
y column, respectively. The second two numbers 
represent the length of the region in the direction 
of x and y, respectively. The centroid feature is the 
vector that represents the center of the extracted 
mass. The first element of this vector is the 
characteristic of the coordinates x and the second 
element of the y coordinate. Figure 3 shows the 
features of the centroid and bounding box. The 
extracted region is shown in white pixels, the green 
box represents the bounding box feature, and the 
red dot represents the centroid feature.

Figure 3:  The Centroid and Bounding Box Features
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The convex matrix body feature represents the 
smallest convex polygon that can be placed in the 
specified environment. Each row in the matrix 
containing the coordinates x and y is a polygon 
vertex. This feature is only supported for the two-
dimensional (2D) input matrix. Convex image 
feature is a binary image (logical) that is defined 
as a convex body with all pixels of a full body. The 
image is as large as the area of the box. This feature 
is only supported by the 2D input matrix. A convex 
area feature is a number that represents the number 
of pixels with one value in the convex image. This 
feature is obtained by a 2D input matrix (a result 
is a number). An eccentricity feature is a number 
indicating the exit of the specified ellipse center 
which is a secondary region of the target area. This 
feature of the center exit is the ratio of the distance 
between the elliptical focus and its axis length. 
This feature has a value between zero and one (the 
values of zero and one are not used; if the number 
is zero, it means that the ellipse is exactly circular; 
whereas an ellipse with a center exit equal to one, 
is a tile line). This feature can be calculated in 
the form of a 2D label matrix as input. The Equiv 
diameter feature is a numerical value representing 
the diameter of a circle with the same region as 
the specified region. This feature is calculated as 
root by the expression 4 * Area/pi. This feature 
can be calculated in the form of a 2D label matrix 
as input. The Euler number feature is a numeric 
value that specifies the number of objects in the 
area minus the number of holes (or holes) in those 
objects. This feature is only supported by the 2D 
input matrix. The regionprops values use eight 
connectivity to calculate the measured value of the 
Euler number. The extent feature is a numerical 
property that specifies the ratio of pixels in the 

region to pixels in the entire bounding box (which 
represents the smallest rectangle in the region). 
This calculation is obtained by dividing the area 
features into the bounding box region. This feature 
is only supported by the 2D input matrix.
The extreme feature is an 8×2 matrix that identifies 
the endpoints in the area under investigation. Each 
matrix row contains the coordinates x and y of 
a point. The vector format is top-left, top-right, 
right-top, right-bottom, bottom-right, bottom-left, 
left-bottom, and left-top. Figure 4 shows the end 
regions of two different regions. In the left-hand 
region, each endpoint is distinct. In the right-hand 
region, certain endpoints (for example, top-left and 
left-top) are the same.
The filled area feature is a scalar value that specifies 
the number of pixels contained in the filled image. 
The filled image feature is a binary image (logical) 
of the same size as the bounding box for the area in 
question. This feature is related to the bright pixels 
(on) of the region concerned with all the holes in 
it. Figure 5 shows the on and off pixels in this area.

Figure 5:  Displays the Pixels On and Off

The image feature is defined as a binary image 
(logic) that is the same size as the bounding box 
of the intended area. This feature is related to the 
bright pixels of the target area and all other pixels 
on it. The major axis length feature is defined as 
the length of the scalar value (in pixels) of the 
large elliptical axis which is defined as the normal 
secondary central region associated with the 
intended area. This feature is only supported by 
the 2D input matrix. The max intensity feature is 
a scalar value that represents the number of pixels 
that have the largest brightness in the area. The 
mean intensity feature is a scalar value that defines 
the average of all brightness values in the desired 
area. The min-intensity feature is a scalar value 
that represents the number of pixels that have the 

Figure 4:  The End of Two Different Areas
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smallest brightness in the area. The minor axis 
length feature is defined as a scalar value (in pixels) 
for the small elliptical axis that is defined as the 
normal secondary central region associated with 
the intended area. This feature is only supported by 
the 2D input matrix. The orientation feature is for 
a scalar angle (in degrees from -90° to 90°) defined 
between the x-axis and the large axis of the ellipse 
which is the same second moment of the region. 
This feature is only supported by the 2D input 
matrix. Figure 6 shows the axis and orientation of 
the corresponding ellipse. The left part of Figure 7 
represents a region of the image and its ellipse. The 
right part shows the same ellipse with the graphic 
features as follows:
• Bold blue lines represent the axes;
• The red dots (which are defined in an ellipse in 
the right shape) indicate the focus;
• The orientation between the horizontal points and 
the big axis;

Figure 6:  The Feature of the Direction That Is a Scalar Angle (in Degrees 
From -90° to 90°), Is Between the X-Axis and the Large Axis of the Ellipse

Figure 7:  The Shape of Different Types of Breast Cancer [7]
A) Round mass; B) Oval mass; C) Lobulate mass; D) Irregular mass; E) 
Architectural distortion mass

The perimeter feature is a scalar value that 
represents the distance from the boundary of the 
target area. The regionprops toolbox calculates the 
spacing between a pair of adjacent pixels around 
the boundary of the target area to compute the 
perimeter feature. If the image contains segregated 
areas, this toolbox generates unexpected results. 
The pixel index list feature is a vector with a “p” 
element containing a linear index of pixels in the 

target area. The pixel list feature is a P * Q matrix 
representing the position of the pixels in the target 
area. Each row of this matrix is [x y z ...] which 
specifies the coordinates of a pixel in the desired 
area. The pixel values feature is a P*1 matrix in 
which P is the number of pixels in the target area. 
Each element in this vector contains a value of 
one pixel in the region. The solidity feature is a 
clear scalar value that specifies the ratio of pixels 
in the convex sections of the body that are also 
in the area. This feature is calculated as the area/
convex area relationship. This feature is only 
supported by the 2D input matrix. The subarray 
index feature is an array cell containing an index 
so that L(idx) extracts L elements within the object 
in the bounding box.
The weighted centroid feature is a P*Q vector in 
which the coordinates of the center of the area 
are obtained based on the position and amount 
of intensity. The first element of this feature is 
the horizontal coordinates (or x coordinates) 
of the center of gravity. The second element 
of this feature is the vertical coordinates (or y 
coordinates). All other elements of this feature 
are in other dimensions. The thinness ratio feature 
distinguishes circular masses from other types of 
masses. Of course, this ratio can be only used for 
circular masses. Equation 2 expresses this feature 
as follows:

Equation 2: 

The elongation (En) feature represents the 
difference between regular ellipsoidal masses with 
irregular elliptic masses. The elongation feature is 
the ratio of the minimum size to the maximum of a 
rectangle and is calculated by the equation 3.

Equation 3: 

The circularity1 feature is defined in terms of the 
rotational dimension and the position of a mass 
which indicates how much a mass is similar to a 
circle. This factor is used to distinguish between 
circular and elliptic masses with irregularly 
deposited masses. The Circularity1 can be used 
for complete annular shapes and can be calculated 
from the equation 4 as follows.

Equation 4: 
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Circularity 2 feature indicates how much an 
extracted mass is similar to an elliptical mass 
(as reference). This factor is used to distinguish 
between elliptical or circular masses and irregular 
masses. The size of this feature is always equal to 
1 for annular and squared squares. This feature is 
expressed by equation 5.

Equation 5: 

The compactness feature is the degree of deviation 
of a complete cyclic mass in which this degree of 
deviation is independent of the linear variation of 
the mass. The hardness of a mass is obtained from 
the compression factor. The compaction feature is 
computed by equation 6.

Equation 6: 

The distortion and disorientation (DP) features are 
the characteristics of an irregular shape. The disorder 
of a mass is derived from the characteristics of the 
dispersion and diffusion of a mass. The dispersion 
and disorder features are determined by equation 7.

Equation 7: 

The feature of the shape index (SI) is an indicator of 
the curvature of the mass surface. This feature gives 
us the edge profile of the mass and distinguishes it 
from the lean and dense powers of regular masses. 
This feature is defined by equation 8.

Equation 8: 

It should be noted that if the input image is a 
gray level image, the regionprops toolbox in 
the MATLAB software can calculate the max 
intensity, min intensity, mean intensity, pixel 
values, and weighted centroid features. But, since 
the image given to the input of this function is a 
binary image, the above features for this image are 
not calculated correctly. In this study, 19 features 
were selected and extracted from each image 
and used to generate the feature vector. These 
features consist of area, convex area, eccentricity, 
Equiv diameter, Euler number, extent, filled area, 
major axis length, minor axis length, orientation, 
perimeter, solidity, thinness ratio, elongation (EN), 

circularity 1, circularity 2, compactness, distortion 
and disorientation (DP), and shape index (SI).

Classification
After extraction, the expressed features from the 
detected masses, all extracted features of each 
image were stored in a vector. By these vectors, 
we created the features matrix and this matrix 
was applied as a feature set for the input of the 
classification system. In the following step, we 
described the classification methods used in this 
paper. The neural network classifiers such as RBF, 
PNN, and MLP as well as the KNN clustering 
algorithm and SVM classifier (using RBF kernel) 
were used to classify the type of cancer masses 
in the breast tissue. Also, the TSK fuzzy and the 
Navie Bayes classifiers were used to determine the 
benign or malignant masses. In continue, we will 
describe some methods of classifiers used in this 
paper.
The probabilistic neural networks (PNN) classifier 
is a kind of RBF network. PNN neural networks 
were used in classification problems [18]. When an 
input vector is applied to the network, the first layer 
calculates the distance of the input vector from the 
inputs of the training data and thus provides a vector 
the elements of which will determine the distance 
between the input and input as training data. The 
second layer that uses the output of the first layer 
will produce the probability vector as the output 
of the network. The competitive transfer function 
(Compete) in the second layer, can be selected as 
the maximum likelihood of the vector probability. 
For this situation, the output is to produce 1, and for 
other probability the output is to produce zero [18]. 
The SVM was generally used for some problems 
with two categories. In this classifying method, two 
planes were put on the boundary of two data classes 
and the problem solved the maximum boundary 
between these two planes and between these two 
classes. In fact, machine learning is a model with 
supervising training that uses it for classification 
and regression data. The SVM is a binary linear 
classification. All of the classification methods 
used in this paper, classified type of the extracted 
masses, and the results of them are presented in the 
results section. It should be noted that the types of 
cancer masses in the breast tissue mammograms in 
the DDSM database were introduced as lobulated 
margins, oval, amorphous distribution, irregular 
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Figure 8:  Results of Cancer Masses Extraction in a Mammography Image Taken From the DDSM Database
A) Initial image from DDSM database; B) Image pre-processing step; Noise reduction; Contrast enhancement; C) Extraction of cancerous mass; D) Delete 
points other than the mass of the image extracted; E) Extraction of the edge of the extracted mass; F) The cancerous mass is shown more clearly than the 
original image.

Figure 9:  Results of Extraction of Cancer Masses in a Sample Mammography Image Taken From the DDSM Database
A) Initial image from DDSM database; B) Image pre-processing step; Noise reduction; Contrast enhancement; C) Extraction of cancerous mass; D) Delete 
points other than the mass of the image extracted; E) Extraction of the edge of the extracted mass; F) The cancerous mass is shown more clearly than the 
original image.

architectural, irregular margins, and pleomorphic 
distribution and round margins [16]. In the meantime, 
benign masses are shaped like circles or ovals, and 
the malignant masses are disordered and contain 
small, needle-shaped, and irregular appendages. 

Figure 7 shows various shapes of breast cancer 
masses.

RESULTS
After applying the algorithm proposed in this paper 
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Table 1: Reference Labels and Labels Introduced in the Proposed Algorithm to Calculate the Sensitivity and Specificity a

Algorithm Label

Benign Cancer

Reference Label
Benign Benign- Benign (TP) Benign-Cancer (FN)

Cancer Cancer- Benign (FP) Cancer-Cancer (TN)
a Abbreviations: FN, False Negative; FP, False Positive; TN, True Negative; TP, True Positive

Table 2: Results of Accuracy, Sensitivity, and Specificity of the Proposed Method
Method Accuracy Sensitivity Specificity

Bayes Classifier 89%±3.35 95.556%±3.12 92.12%±2.98

Probabilistic Neural Network (PNN) 90.5%±3.07 100%±0 92.3%±1.15

K-Nearest Neighborhood (KNN) 83.33%±1.14 100%±0 81.82%±1.14

Multi-Layer Perceptron (MLP) 86%±3.51 99.3194%±2.50 89.03%±1.84

Takagi-Sugeno-Kang (TSK) Fuzzy 85.4%±0.93 82.6424%±0.71 81.28%±0.98

Support Vector Machine (SVM) 97%±4.36 100%±0 96%±5.81

for the detection and classification of the breast 
cancer masses from mammogram images, results 
of the proposed algorithm, are reported. Figures 8 
and 9 present the results of the proposed algorithm 
in this paper. The first images of the DDSM 
database are displayed in the first images of Figure 
8 and Figure 9 [16]. The results of the cancer mass 
detection in each mammogram image are shown 
in these figures as well. These results contain the 
image preprocessing steps including noise deletion 
and recovery image contrast, extraction of cancer 
masses, removing additional regions that are not in 
the detected masses, edge extraction of the masses, 
and ultimately the final image in which the cancer 
masses have been shown more clearly than the 
original image.
After extraction of the cancer masses from all 
the images, all the features that were described 
in the previous section were extracted from all 
the detected masses and matrix features were 
applied to the input of the classification system. 
In this research, the feature matrix consisted of 19 
columns and the number of columns in this matrix 
denotes the number of final extracted features 
from each detected mass from the images that 
were obtained from the database. To validate the 
proposed algorithm in this paper, the 4-Fold cross-
validation method has been used. In this way, 
all existing data were divided into four sections 
and at each stage of the code, three parts of the 

data were given as training data and one section 
as the validation data to run the classifiers. In 
this research, 85% of the data were considered as 
train data and 15% of the data were considered as 
test data. It should be noted that the runs of the 
code were carried out for a total of 100 times 
and finally the averaged and standard deviation 
of results were obtained and reported. In Table 1 
and its subsequent equations (Equations 9, 10, and 
11), the definition of sensitivity, specificity, and 
accuracy metrics are presented for classifying the 
mammogram images for diagnosis of the type of 
breast cancer mass.

Equation 9: 

Equation 10: 

Equation 11: 

The accuracy of the classification, as a result, 
is the number of correct detection algorithms in 
expressing the type of cancer mass divided into the 
total number of examined data. The accuracy of 
TSK fuzzy classifier, PNN neural network, the MLP 
neural network, the KNN clustering algorithm, 
the Bayes classifier, and SVM classifier for 
classifying the type of mass as benign or malignant 
were obtained 85.4%±0.9261, 90.5%±3.0748, 
86%±3.513, 83.33%±1.14, 89%±3.35, and 
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97%±4.36; respectively. The results of the accuracy, 
sensitivity, and specificity of the proposed method 
are presented in Table 2.
Finally, after applying the proposed algorithm, by 
comparing the results of the proposed method with 
other available methods, the accuracy, sensitivity, and 
specificity of the proposed algorithm were reported. 
Table 3 shows the comparison of the results of the 
proposed model with the results of previous studies.

DISCUSSION
As the early diagnosis of breast cancer can improve its 
therapeutic outcomes and thus increase the survival 
time of patients with breast cancer, development, 
and presentation of methods for diagnosing breast 
cancer are essential [14]. Therefore, in this article, 
a method was presented for the diagnosis of this 
cancer. In this paper, new features based on the 
geometric shape of the breast cancer masses were 
presented for the classification of these masses. In 
this research, after obtaining digital mammogram 
images from the DDSM database, all images were 
pre-processed (including noise deletion, imaging 
filters, and image cropping). Then, by applying the 
threshold technique on each image, we extracted 
the masses and their boundaries as well as the 
features of the extracted masses. 
In this paper, after consulting with a radiologist expert, 
some of the above-mentioned features were removed 
from the research. Accordingly, the filled area 
features were extracted from the filled image feature, 
so this feature was removed. Also, the bounding box 
and image features that were related to the smallest 
rectangular in the extracted region were removed 
from this study. In addition, the subarray index 
features that extract the elements in the bounding box 
feature were removed according to the radiologist 
idea. Additionally, the convex area feature which 
was obtained from the convex image feature, was 
also removed. Finally, 19 features were introduced 
for extracting cancer masses from the mammogram 
images. In this study, 19 features consist of area, 
convex area, eccentricity, Equiv diameter, Euler 
number, extent, filled area, major axis length, minor 
axis length, orientation, perimeter, solidity, thinness 
ratio, elongation (EN), circularity1, circularity2, 
compactness, distortion and disorientation (DP), 
and shape index (SI) was extracted. Then each mass 
was introduced by its own feature vector; containing 
all the features extracted from the mammography 

image’s masses. The extracted features of digital 
mammography images stored in the matrix were 
used as input classifiers. In this paper, we used neural 
network classifiers such as RBF, PNN, and MLP 
types, as well as TSK fuzzy classifiers, the Bayes 
classifier, the KNN clustering algorithm, and SVM 
classifier for determining the final mass classification.
Finally, after applying the proposed algorithm, by 
comparing the results of the proposed method with 
other available methods, the accuracy, sensitivity, 
and specificity of the proposed algorithm were 
reported. Table 3 shows the comparison of the 
results of the proposed model with the results of 
previous studies. According to Table 3, the proposed 
method in this paper has a better performance for 
the accuracy, sensitivity, and specificity parameter 
(the highest metrics is related to the SVM classifier) 
as compared to other similar previous studies. 
As shown in Table 3, the sensitivity results of the 
method presented in this paper were 100% which is 
higher than all previous studies. Therefore, this result 
could be the strength of the algorithm presented in 
this paper. Also, the accuracy result of the proposed 
method in this paper was 97±4.36% which was 
better than all previous researches except for the 
method presented in [1] in which this value was 
found to be 99%. It may be concluded that the results 
of this investigation cannot be compared with that 
paper as the database in [1] was different from the 
database that was used in this article. So this result 
has been compared with other previous papers and 
its superiority has been proved. The comparison of 
the specificity parameter with previous studies that 
used exactly the same database [2, 4, 7, 15] revealed 
that the outcomes of the present study are better 
than the results of previous researches. Regarding 
the above-mentioned discussion, the superiority 
of the presented algorithm in this paper is clearly 
established.
The innovations contained in this research include 
the high number of simple extracted features from 
the masses of mammogram images as well as the 
use of several methods for classifying mass types 
in order to determine the masses more precisely 
and with high precision.
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